Support Vector Machines, Decision Trees, and Neural Networks

Tuesday, June 18

1. Make a decision tree classifier for the credit card approval dataset (examine credit_dataloader.py to see how to read in the datafile).
2. Optimize the tree depth (max_depth) and minimum number of samples needed to split a node (min_samples_split) from 2 up to 30 (2, 4 ,6 ,…, 28, 30). Plot the surface of the validation accuracy for each max_depth and min_samples_split.  
3. Implement a simple (linear) SVM classifier for the credit card approval dataset. What kind of validation accuracy do you obtain?
4. Implement a kernel SVM classifier (polynomial or Gaussian) for the credit card approval dataset. How do your validation results compare with (3)?
5. Edit the keras_pima_indian_example.py file from Monday to classify the credit card approval dataset. Play around with the number of neurons and layers (3-4) for neural network architectures for the credit card dataset. How high of an accuracy are you able to obtain? How do the three methods (decision tree classifier vs. SVM vs neural network) compare? Which is best for accuracy? Note: you will need to ensure that all variables are numbers, see credit_dataloader.py lines 10-11 for an example of how to do that. 
6. [bookmark: _GoBack]Create a feature vector for the credit card example (perhaps use yourself as an example). Does your hypothetical applicant get approved for the credit card? Play around with the features to determine how important each feature is in the outcome for the SVM, decision tree, and neural network. 
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